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My name is Jacqueline Gosdigian. I am a Supervising Policy Counsel at Brooklyn Defender 
Services (BDS). BDS is a public defense office whose mission is to provide outstanding 
representation and advocacy free of cost to people facing loss of freedom, family separation and 
other serious legal harms by the government. I’d like to thank Chair Gutiérrez for inviting us to 
submit testimony about the use of automated decision systems and artificial intelligence in our 
city. 

For over 25 years, BDS has worked, in and out of court, to protect and uphold the rights of 
individuals and to change laws and systems that perpetuate injustice and inequality. We represent 
approximately 22,000 people each year who are accused of a crime, facing loss of liberty, their 
home, their children, or deportation. Our staff consists of specialized attorneys, social workers, 
investigators, paralegals and administrative staff who are experts in their individual fields. BDS 
also provides a wide range of additional services for our clients, including civil legal advocacy, 
assistance with educational needs of our clients or their children, housing and benefits advocacy, 
as well as immigration advice and representation. 

Many of the people that we serve live in heavily policed and highly surveilled communities. 
These predominantly low-income and Black and brown communities bear the brunt of our city’s 
surveillance ecosystem, carrying a disparate proportion of surveillance load. Technologies that 
use automated decision systems and artificial intelligence are deployed in public housing, on our 
public transit system, and throughout our policing systems from the criminal legal system to the 
family regulation system and beyond. 



 
 
 

 

 

I want to thank the Committee on Technology for holding this important discussion not only on 
automated decision systems, but also on their impact on our communities, their relationship to 
the expanding world of artificial intelligence, and the overwhelming governmental resistance to 
regulation in this space. 

Artificial Intelligence and Automated Decision Systems require the use of large amounts of 
data. 
  
This hearing is particularly timely. As public defenders for the borough of Brooklyn, we see 
artificial intelligence (AI) and machine learning systems in daily use, impacting our clients in the 
criminal legal systems, the family separation systems, and the immigration systems. We have 
even seen them deployed against our clients seeking unemployment benefits, facing evictions, or 
calling their loved ones from detention. 
  
In 2024, the explosion of AI hardly needs any introduction.  AI dominates the news and its 
dangers are being debated globally. To get to the core of this era-defining issue, it is critical to 
understand how machine learning or AI works. 
  
Fundamentally, to build an AI system, a developer needs a large amount of data. Features of 
surveillance data—like the faces in surveillance footage—form datasets used by big tech. Those 
large datasets “teach” AI systems. Without those datasets, automated decision systems could not 
function. AI, then, brings with it a voracious appetite for data. It’s important to note here that 
many systems deployed by governments were initially built without surveillance or law 
enforcement in mind. This overaccumulation of data is concerning and potentially harmful to 
New Yorkers. The tools that our city government uses, rely on the accumulation of data to 
function, continuing to invade the lives and privacy of everyday city residents.  
  
Thus, the conversation New York truly needs to have is not one centered around banning 
individual technologies but instead around defining our rights, both to our data and to question 
and contest the decisions made by AI systems. And particularly, grappling with the inequities of 
the data surveillance economy we are already constructing around ourselves. 
 
Strengthening oversight and regulation of data being collected and used for Automated 
Decision Making Systems and AI 
 
We commend the council’s effort to address the issue of automated decision making systems and 
AI, and its potential impact on New Yorkers’ privacy and access to essential resources. At the 
same time, we strongly urge the council to consider the gaps in enforcement mechanisms in the 
proposed legislation. As public defenders, we know that without these enforcement mechanisms, 
policies that are meant to increase transparency, equity, and justice in our city can fall short of 
their stated goals.  
 



 
 
 

 

 

With the aforementioned caveats we support Intro. 199, but want this newly created agency to 
maintain strict data integrity and data protection protocols. To the extent this new office will be 
storing or transferring personally identifiable data, it should take efforts to enact and maintain 
reasonable administrative and technical safeguards. These safeguards could include (but not be 
limited to) things like ensuring data is properly encrypted at rest and in transit; adhering to a 
written data-retention policy that errs on the side of not storing data any longer than reasonably 
necessary to fulfill the office’s purpose with that data; tracking which officers within the office 
have access to its personal data; holding regular trainings to ensure employees are up to date on 
latest trends and best practices; ensuring proper mechanisms exist to detect, prevent, and respond 
to attacks or system failures; and regularly subjecting its systems to security audits to test their 
safety and response capabilities.  
 
Additionally, subparagraph (e) of Intro. 199 would amend section 3-119.5 of the Administrative 
Code, and create an unworkable exception to the disclosure and reporting requirements. Law 
enforcement agencies would be eligible to routinely seek exemptions from reporting 
requirements by claiming such reporting would risk public safety or national security. If the 
current language in subparagraph (e) remains, we have concerns that the NYPD will utilize this 
provision to relieve itself from mandated disclosure of algorithmic tools that the Department 
uses, in the name of not “endanger[ing] the safety of the public.” Therefore, BDS recommends 
removing this part of the exception within subparagraph (e). In the alternative, the Council must 
require that any entity seeking to invoke subparagraph (e) provide a written, comprehensive 
rationale for why exemption should be granted and the Director’s (or ultimate authority’s) 
response, both of which should be made available to the public. 
 
In regards to Intro. 926, we want the legislation to clearly guarantee access for defenders, 
affected parties’ legal representatives, and their retained experts to defend against improper use, 
individual privacy violations, and other infringements on civil and constitutional rights by AI 
systems. While we believe this bill is a step in the right direction in terms of transparency when 
it comes to agency use of AI tools, it does not go far enough in terms of compliance and 
remedies for violations. Therefore, we recommend this bill be amended to specifically state 
consequences for a non-complying agency, including (but not limited to) a private right of action 
or revocation of the agency’s permission to rely on the AI tool until its noncompliance is 
sufficiently remedied. 
 
We also think that Intro. 1024 needs to have a more specific description of the approval process. 
While we appreciate the inclusion of language in subparagraph (c), stipulating “[n]o tool shall be 
removed from the list,” we are concerned this list has the potential to become an improper short-
hand for the approval process it seeks to enact. In other words, the worry is an agency seeking to 
use some AI tool for one purpose will rely on the tool’s inclusion in the list, even if that tool was 
approved for use by another agency for a completely different purpose. To attempt to mitigate 
this, we recommend that as part of the approval process, agencies be required to submit written 
details for why an AI tool is being sought for use by that agency. As part of the approval process, 



 
 
 

 

 

the office ultimately entrusted with approving agency use of these tools should also be required 
to provide written explanation for why the AI tool was approved and the specific purposes for 
which approval has been granted. Additionally, because these tools are ever-changing, we 
recommend adding to the list of requirements within subparagraph (b) the AI tool’s 1) version 
number, 2) release date, and 3) any other information that helps identify the specific instance of 
the AI tool being sought for approval and addition on the list. 
 
Finally, we recommend that subparagraph (d) be removed from Intro. 1024 in its entirety. As 
written, the exception allows an agency to use potentially harmful algorithmic decision making 
or AI tools without first confirming they do not have a discriminatory impact on New Yorkers. 
In the alternative, the subparagraph must include some timeline (e.g., 90 days) by which an 
agency must receive approval to use the AI tool, the lapse of which results in denial of 
authorization. 
  
The single biggest collector of data for AI systems in our city is the government 
  
Agencies as diverse as the NYPD, Department of Correction, the Administration for Children’s 
Services, NYCHA, the Department of Labor, Department of Homeland Security, Immigration 
and Customs Enforcement, and Customs and Border Protection use biometric identification, 
surveillance, and automated decision-making systems. And the neighborhoods carrying a 
disproportionate amount of our city’s surveillance load are Black and brown. Strikingly, the bills 
before the committees today do not directly address these facts. 
  
Our city has invested billions in a twenty-year surveillance infrastructure building program that 
relies critically on biometric identification technologies. Despite these investments and 
deployments, the promise of enhanced public safety has not been realized. Instead, all this 
surveillance infrastructure has accomplished is to expand the burgeoning surveillance state, 
repeatedly infringe on New Yorkers’ dignity, privacy, and First Amendment freedoms, and 
further entrench the systemic racism inherent in our criminal legal, family separation, and 
immigration systems. This reality has nothing to do with accuracy or the need for improvement. 
There is no way to construct a surveillance state in a way that honors our fundamental rights and 
dignity or builds real justice. 
  
Here are examples of tools using this accumulation of data that are harmful: 
  

A. Securus Technologies 
 

In 2018 and 2019, the Council led the country in making phone calls from city jails free of 
charge. By 2021, however, it became very clear even though calls no longer cost our clients and 
their families money, these calls carried a far more significant cost. 
  



 
 
 

 

 

The first indication of this came when it was revealed that DOC and its phone service and 
surveillance vendor Securus had illegally recorded more than 1,500 privileged phone calls 
between people incarcerated and their attorneys. This illegal activity was not new for Securus. 
Since 2018, they’ve been sued nationwide for this practice. But illegal call recording turns out to 
be the tip of the iceberg when it comes to Securus’s troubling surveillance scheme. 
  
The company has built a vast and interconnected web of surveillance that is perpetually 
blanketing not only those presently detained in our city’s jails, but also their families, 
communities, and advocates. For example, Securus houses a database of the audio recordings of 
every call made from our city’s jails, the transcribed text of those calls, the personal information 
of everyone who has been processed into those jails, and the financial information of every 
community member who has put money on a commissary account. 
  
That broader database operates on the indexing power of Securus’s voiceprint collection and 
storage. A biometric identifier, voiceprints record the arguably unique signature of a person’s 
speech patterns. To make its NextGen Platform work, Securus collects the voiceprints of 
everyone who has ever placed or received a call from New York city’s jails. The company and 
DOC do not delete these voiceprints after a person leaves custody—even if they are found not 
guilty or have charges dismissed. 
  
Presently, Securus’s surveillance web, however, is constructed without any court oversight and 
no need for a warrant. By contrast, if a person was able to afford bail and so was not being held 
in city jails, law enforcement would only be able to eavesdrop on that person’s calls with a 
specifically-issued warrant. Borrowed or gifted money would not be tracked. And voiceprints 
would remain a person’s private information. Under Securus’s system, the mere reality of being 
poor and unable to afford bail means a detained New Yorker today, along with his or her entire 
community, has fewer rights, less privacy, and diminished dignity. 
  
It bears repeating, in case the implications of this web are not clear, that more than 80% of those 
detained are being held pretrial. Convicted of nothing and predominantly held due to an inability 
to afford bail, those held pretrial are also more than 90% Black and brown. This web of 
surveillance is impacting communities of color at a staggering rate. 
  

B. DNA: OCME/NYPD’s rogue DNA database 
 
In 1997, the New York City Office of Chief Medical Examiner (OCME) implemented a system 
for collecting previously-typed DNA profiles into a searchable local database. Meanwhile, at the 
state level, the New York State Legislature had created the State DNA Databank in 1994 with 
the passage of Executive Law § 995. That database became operational in 1996. By law with the 
passage of § 995, when it comes to known samples, New York databases can only house DNA 
collected from people convicted of a crime. While the list of crimes for which a conviction 
permits DNA sample collection has grown five times since 1996, the New York State 



 
 
 

 

 

Legislature has repeatedly rebuffed efforts to expand DNA collection to people who are arrested 
but never convicted of a crime.1 

 
Despite New York State’s careful balance between the individual’s rights to genetic and basic 
privacy, as well as due process, and the state’s interest in crime solving, the City of New York’s 
agencies—the NYPD and the OCME—have chosen to operate a rogue DNA database that 
reaches samples taken from persons not legally authorized for collection. In other words, the 
OCME’s “LDIS” does an end run around New York State’s carefully prescribed scheme. Over 
the last five years, the OCME’s rogue database has been growing. 
 
This unauthorized database has been fed in part by the secret collection of individuals’ saliva 
samples by the NYPD. We have watched videos where our clients have asserted their right to 
counsel as they drink from a water bottle or smoke a cigarette offered to them by the police. 
NYPD has even been observed offering teenagers cigarettes in addition to juice bottles or water 
bottles for DNA collection. No person, let alone a child, would envision that accepting a 
cigarette to smoke in the middle of a public building with the blessing of the police would mean 
that their DNA profile would end up in perpetuity in a database. But once our clients are led out 
of that interrogation room, the cigarette butts and juice bottles are left in an intentionally placed 
ashtray or garbage bin. The police then collect the cigarette butts and bottles for DNA. This same 
little game plays out with water cups and juice or water bottles, and DNA profiles are collected 
by the thousands. 
 
Though the local database was also set up long before the NYPD’s Domain Awareness System2 
was created, its contents have since been connected to the Domain Awareness System (DAS). 
While the DAS’s role in aggregating surveillance camera video is well known, another DAS 
function is its ability to inform officers whether or not an individual detainee’s DNA profile is in 
the database – thus making the detainee a target for DNA collection by individual police officers. 
 
The current practices of the NYPD and OCME mean that it is not only the countless numerical 
profiles of mainly people of color that are warehoused in an electronic database. For each of 
those warehoused profiles, the OCME maintains extracts of the DNA in tiny vials. As 
technologies emerge, law enforcement and the lab can go back to that vial and effectively 

 
1 It is worth noting that, in 1999, the legislative record reflects that then-Mayor Rudy Giuliani even specifically 
requested that the legislature expand collection to arrestees. Mayor Giuliani asserted: “While the City 
enthusiastically supports this legislation and acknowledges the positive effect it will have on solving crime, it should 
be noted that the City of New York believes DNA testing upon arrest would allow for even greater efficiency and 
effectiveness in law enforcement. Examining DNA samples at the time of arrest would dramatically increase the 
ability of police to accurately identify or negate one’s potential culpability while under arrest.” The New York State 
Legislature refused to expand the database to arrestees. 
2 The Domain Awareness System (DAS) is a software program created by the NYPD and Microsoft that aggregates 
data collected by the NYPD across the city. 



 
 
 

 

 

interrogate the DNA to invade the genetic privacy of the individual’s genetic code in even deeper 
and more disturbing ways. 
 
Genetic genealogy, which has been much reported-on in the news recently, is only the latest 
incarnation. This technique uses DNA analysis methods that mine more of the human genome 
for sensitive information than a traditional forensic DNA test and surveil not just the individuals’ 
DNA but also the DNA of that individual’s entire family line. 
 
In the face of this brave new world of genetic testing and the overall threat to privacy, as well as 
our First Amendment associational freedoms, we need to think about historically targeted 
communities when considering emerging technologies. The OCME and the NYPD, without 
oversight or regulation are effectively building a warehoused library of entire communities’ 
genetic extracts. With emerging technologies like genetic genealogy and so-called Next 
Generation Sequencing, the genetic privacy of not only the individual but the individual’s family 
will come under surveillance by law enforcement. 
 

C. Faceprints: Clearview AI and the HIDTA backdoor 
 
The NYPD has repeatedly publicly suggested that only the Facial Identification Section of the 
NYPD conducts facial recognition analysis, that this process is thoroughly documented, and that 
the analysis is governed by clear rules and protocols. Our experience in cases reveals these 
public assurances to be false. 
 
The NYPD, in fact, uses two additional avenues to apply facial recognition: officer promotional 
accounts with Clearview AI and a software backdoor in DataWorksPlus. 
 
In April 2021, Buzzfeed broke the news that despite NYPD’s public claims that the Department 
had never formally contracted with the controversial facial recognition company Clearview AI,  
documents obtained by the news outlet indicated that the NYPD’s public statements had been 
misleading at best.  Those records revealed that the NYPD had included Clearview AI amongst 
its list of acknowledged vendors, beginning in 2018, and that NYPD officers had independently 
set up and used promotional accounts from the company to conduct unmonitored, 
undocumented, and unregulated facial recognition analysis in their cases. When those 
promotional accounts are used by officers in cases, no reports are written, the results are 
undocumented, and the technology’s use is often glossed-over or denied. 
 
Clearview AI highlights the fundamental danger of unlimited data retention and repurposing. 
Photos and videos shared by users to stay in touch with their friends and families have now 
become a means to identify and surveil them. 
 
But Clearview AI promotional accounts are not the only undocumented avenue for facial 
recognition use, officers can also use access to PhotoManager (a system used to create photo 



 
 
 

 

 

arrays) to deploy the facial recognition algorithms owned by the High Intensity Drug Trafficking 
Area (HIDTA) and shared with the NYPD. As with Clearview AI promotional accounts, when 
officers use this backdoor in cases, no reports are written, the results are undocumented, and the 
technology’s use is often glossed-over or denied. 
 
These examples drive home two critical insights: (1) the “surveillance load” in our city is 
being disproportionately carried out in Black and brown neighborhoods and communities; 
and (2) despite the common belief that the courts provide oversight of government tactics, 
the collection, storage, and use of the vast majority of surveillance data–including 
biometric data–will never be reviewed by any court or anyone outside law enforcement. 
 
(1) Surveillance load. “Data-driven,” “smart” and “intelligence-led” policing methods were 
created in response to the biased policing of the Broken Windows and stop-and-frisk eras. But 
they replicate the same racist biases of those periods and fit neatly into the current “New Jim 
Code” era, in which “new technologies . . . reflect and reproduce existing inequities.”3 
 

● More than 90% of those whose voiceprints are being taken by Securus Technologies are 
Black and Brown; 
 

● The OCME/NYPD have refused to disclose the racial composition of the rogue DNA 
database, but available data suggests the data comes overwhelmingly from communities 
of color; and 
 

● When it comes to the placement of facial-recognition compatible CCTV cameras, 
Amnesty International found that “[i]n the Bronx, Brooklyn, and Queens, . . . analysis 
showed that the higher the proportion of non-white residents, the higher the concentration 
of [those cameras].” 4 

 
Scholars have drawn a line from slavery through convict-leasing programs and on to mass 
criminalization. That line was not miraculously broken by the introduction of AI.  
 
  D. ShotSpotter 

ShotSpotter, a gunshot detection technology employed by the NYPD, further demonstrates the 
urgent need for enforceable standards and oversight. ShotSpotter operates through an extensive 
network of microphones mounted in targeted neighborhoods, predominantly in Black, brown, 
and low income communities, designed to detect percussive sounds and classify them as gunfire 
or not based on a combination of algorithmic analysis and human review. However, the NYC 
Comptroller's recent audit found that ShotSpotter’s classifications were accurate only 13% of the 

 
3 Ruha Benjamin, Race After Technology: Abolitionist Tools for the New Jim Code. Oxford, England: Polity (2019). 
4 Amnesty International, Inside NYC’s Surveillance Machine (2022), https://banthescan.amnesty.org/decode/ 



 
 
 

 

 

time, meaning that 87% of alerts led police to non-gunfire events, often consuming officer 
resources without adding meaningful safety benefits.5 

Each ShotSpotter alert triggers a system notification, dispatched automatically to NYPD’s 
Domain Awareness System. This leads to rapid officer deployments based solely on algorithmic 
determinations, with potential errors unchallenged due to a lack of transparency and minimal 
accountability mechanisms.  

Additionally, ShotSpotter’s processes reveal troubling gaps in reliability and validity. The 
system’s classification model prunes data, frequently omitting audio from additional sensors, 
which can impact the reliability of its gunfire classifications and complicate the legal 
admissibility of its reports in criminal court proceedings. Despite ShotSpotter's marketing claims, 
independent examinations show significant discrepancies between the system's automated 
classifications and human reviewer conclusions. Such limitations further highlight the need for 
standards that require clear public notifications of AI use, along with a right to challenge flawed 
or harmful determinations. 

ShotSpotter’s lack of accuracy is not only a potential drain on resources; since ShotSpotter alerts 
frequently lead to stops based on alerts we now know are highly inaccurate, the system increases 
the likelihood of stop-and-frisks without reasonable suspicion or legal justification. Essentially, 
ShotSpotter functions like an unreliable informant, with police using its alerts to justify stops that 
lack the evidentiary support required for reasonable suspicion. This pattern not only leads to 
unjustified stops but also increases the chance that police responding to an alert will approach on 
heightened alert, raising the risk of escalation during interactions that are based on faulty 
information. This heightened state of alert can have catastrophic consequences; in 2021, 
responding to a ShotSpotter alert in the area, Chicago police arrived at the scene, and in under 
three minutes of their arrival, shot and killed Adam Toledo, an unarmed 13 year old child who 
had the tragic misfortune of being at the site of the alert.6 Chicago, along with several other large 
cities, has since canceled its wasteful and dangerous ShotSpotter contract. New York City’s own 
contract with ShotSpotter is up for renewal in December. While technological tools like 
ShotSpotter are marketed as simple ways to increase NYPD efficiency, these tools fundamentally 
alter the landscape of policing and surveillance, disproportionately burdening communities that 
are already facing the brunt of police interaction and violence.  

 
 

 
5 Office of the N.Y.C. Comptroller, Audit Report on the New York City Police Department’s Oversight of Its 
Agreement with ShotSpotter Inc. for the Gunshot Detection and Location System (June 20, 2024), 
https://comptroller.nyc.gov/reports/audit-report-on-the-new-york-city-police-departments-oversight-of-its-
agreement-with-shotspotter-inc-for-the-gunshot-detection-and-location-system/. 
6 Diba Mohtasham, Chicago Will Drop Controversial ShotSpotter Gunfire Detection System, NPR (Feb. 15, 2024), 
https://www.npr.org/2024/02/15/1231394334/shotspotter-gunfire-detection-chicago-mayor-dropping. 

https://comptroller.nyc.gov/reports/audit-report-on-the-new-york-city-police-departments-oversight-of-its-agreement-with-shotspotter-inc-for-the-gunshot-detection-and-location-system/
https://comptroller.nyc.gov/reports/audit-report-on-the-new-york-city-police-departments-oversight-of-its-agreement-with-shotspotter-inc-for-the-gunshot-detection-and-location-system/
https://comptroller.nyc.gov/reports/audit-report-on-the-new-york-city-police-departments-oversight-of-its-agreement-with-shotspotter-inc-for-the-gunshot-detection-and-location-system/
https://comptroller.nyc.gov/reports/audit-report-on-the-new-york-city-police-departments-oversight-of-its-agreement-with-shotspotter-inc-for-the-gunshot-detection-and-location-system/
https://www.npr.org/2024/02/15/1231394334/shotspotter-gunfire-detection-chicago-mayor-dropping
https://www.npr.org/2024/02/15/1231394334/shotspotter-gunfire-detection-chicago-mayor-dropping
https://www.npr.org/2024/02/15/1231394334/shotspotter-gunfire-detection-chicago-mayor-dropping


 
 
 

 

 

Conclusion 
 
We thank the Council for holding this hearing, and giving us an opportunity to highlight these 
issues in surveillance. In the face of our city’s permeating surveillance ecosystem, there is 
significant urgency for the Council to truly and thoroughly reckon with the use of biometric 
identification systems. The bills before the Committee today are a step and they would positively 
impact the communities of Brooklyn that BDS serves, but they are not enough. We welcome an 
opportunity to speak with each of you more about the breadth of the problem we are seeing in 
Brooklyn and the comprehensive solutions we have begun to identify from our unique vantage 
point in the city.  
 
If you have any questions or concerns, do not hesitate to contact me at jgosdigian@bds.org. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


